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Experimental Verification ∗
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To overcome the shortcomings of the traditional passive ranging technology based on image, such as poor ranging
accuracy, low reliability and complex system, a new visual passive ranging method based on re-entrant coaxial
optical path is presented. The target image is obtained using double cameras with coaxial optical path. Since
there is imaging optical path difference between the cameras, the images are different. In comparison of the
image differences, the target range could be reversed. The principle of the ranging method and the ranging model
are described. The relationship among parameters in the ranging process is analyzed quantitatively. Meanwhile,
the system composition and technical realization scheme are also presented. Also, the principle of the method
is verified by the equivalent experiment. The experimental results show that the design scheme is correct and
feasible with good robustness. Generally, the ranging error is less than 10% with good convergence. The optical
path is designed in a re-entrant mode to reduce the volume and weight of the system. Through the coaxial design,
the visual passive range of the targets with any posture can be obtained in real time. The system can be widely
used in electro-optical countermeasure and concealed photoelectric detection.

PACS: 42.30.Tz, 42.30.Va DOI: 10.1088/0256-307X/34/12/124202

Photoelectric ranging technology was mainly di-
vided into active ranging technology and passive rang-
ing technology. Active ranging technology was mainly
in the mode of laser ranging. By emitting a contin-
uous or pulsed laser to irradiate the target and re-
ceiving object echo signal, the target’s range infor-
mation was retrieved according to the time or phase
information.[1−4] The largest disadvantage of active
mode was poor concealment.[5] Although 1.54µm,
10.4µm or other eye invisible spectral band lasers were
used to improve the concealment,[6,7] the lasers could
still be detected by a proper photo detector. There-
fore, it is difficult to meet the increasing complex re-
quirements in photoelectric countermeasure applica-
tion field.

Visual passive ranging technology has been the fo-
cus of research institutions over the world, which can
meet the urgent needs of optoelectronic countermea-
sures in the future.[8,9] In visual passive ranging tech-
nology, the range of objects was determined by detect-
ing the natural light radiated by objects. At present,
the most typical visual passive ranging methods are
the binocular triangulation ranging technology,[10,11]
ranging technology based on lens imaging formula,[12]
and ranging technology based on the target radiation
and transmission characteristics.[13] In recent years,
the photoelectric passive ranging technology is devel-
oping towards miniaturization, low power consump-
tion and high reliability. Passive ranging technol-
ogy based on image information will be an impor-

tant direction in the future.[14] In this study, a new
method based on re-entrant coaxial optical path is
presented, which is different from traditional passive
ranging technologies. In this method, the imaging dif-
ference of arbitrary attitude target is obtained by de-
signing the re-entrant optical structure at the imag-
ing end, and then the target range was retrieved. It
could solve the problems of large range error in long
distance, complex calibration, difficult to reduce the
volume and weight of the traditional electro-optical
passive ranging method. In all, the design has the ad-
vantages of high precision, small size, light weight and
good stability.
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Fig. 1. Schematic diagram of the re-entrant coaxial opti-
cal path.

The ranging principle of the visual passive ranging
method is shown in Fig. 1. Through the re-entrant
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coaxial design, the visual passive ranging of the tar-
gets with any posture could be achieved in real time.
In Fig. 1, C1 and C2 are imaging cameras with the
same performance and parameters, and T is the tar-
get with any posture in air. The distance between T
and C1 is 𝑦. The optical path difference (OPD) is 𝑥,
which is formed by turning back and forth through
optical path many times after the target echo signal
into camera C1. The camera resolution is set to be
𝑎 × 𝑏 and the instantaneous field of view of the two
cameras is 𝜃 (with horizontal field of view as an exam-
ple, radian sign). At the imaging moment, the optical
cross-sectional area of target is 𝐴. The enclosed imag-
ing area on focus plane array (FPA) of the C1 camera
is 𝑆1, and the enclosed imaging area on FPA of the C2

camera is 𝑆2. According to the principle of imaging
geometry, we have the formulas

𝐴
𝑎
𝑏 (2𝑦 tan 𝜃

2 )2
=

𝑆1

𝑎𝑏
, (1)

𝐴
𝑎
𝑏 [2(𝑦 + 𝑥) tan 𝜃

2 ]2
=

𝑆2

𝑎𝑏
. (2)

Because the camera C1 is closer to the target than
C2, we can obtain 𝑆1 > 𝑆2. Using Eqs. (1) and (2),
we obtain

𝑦 =
𝑥√︁

𝑆1

𝑆2
− 1

. (3)

On the one hand, different from the traditional passive
ranging method which is based on external baseline
imaging,[15] the present method could passively locate
arbitrary target objects without the support of a large
number of feature databases. On the other hand, the
key idea of binocular triangulation ranging technology
is that it obtains the target range through matching
images. Binocular triangulation ranging method is
suitable for short range. As the range increases, be-
cause of the step response of imaging device, range
jump may exist in pixels of long range (more than
1 km) target, causing great ranging error for remote
targets. In addition, high precision image matching
increases the algorithm complexity and computational
complexity, thus the present method is difficult to
use in the engineering field with high real-time re-
quirement. In a word, compared with the traditional
passive ranging technology, the visual passive ranging
method in this study has the advantages of simple sys-
tem, high reliability, reliable distance measurement,
easier engineering and stronger practicability.

Setting the image area difference of two cameras
to be 𝑑 (𝑑 = 𝑆1 − 𝑆2), Eq. (3) could be written as

𝑆2 + 𝑑

𝑆2
=

(︁
1 +

𝑥

𝑦

)︁2

. (4)

When Eq. (4) is derivative, the expression of ranging
error could be obtained as follows:

∆𝑦 =
𝑦3

2𝑥(𝑥 + 𝑦)𝑆2
∆𝑑, (5)

where ∆𝑦 is the ranging error, and ∆𝑑 is the pixel
error of the two camera image difference. To achieve
higher ranging accuracy (smaller ranging error), the
OPD between the two cameras and the number of tar-
get pixels on the imaging plane should be increased.
At the same time, the ranged object should be as close
as possible to the passive ranging system. In addition,
a direct relationship exists between ∆𝑦 and ∆𝑑. At
present, the image difference between the two cam-
eras could be one pixel, namely, ∆𝑑 = 1. Figure 2
shows the relationship between the ranging error ∆𝑦
and range 𝑦.
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Fig. 2. Relationship between the ranging error Δ𝑦 and
range 𝑦.

From Fig. 2, the ranging error increases as the
range increases. Because of the limitation of OPD,
by increasing the area of the target image, the rang-
ing error could be maintained at a low level. Take the
target horizontal direction as an example, and suppose
the target imaging feature size to be 𝑡. The range be-
tween camera C1 and target is 𝑦, and the distance
between camera C1 and camera C2 is 𝑥. The horizon-
tal field of view of both the cameras is 𝜃 (radian sign).
The resolution of the camera in the target feature size
dimension is 𝑀 . The imaging relationship is shown in
Fig. 3.
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Fig. 3. Imaging geometric diagram.

Because of the existence of OPD 𝑥, the viewing
angles of the two cameras to the same target are dif-
ferent. To distinguish the difference between the view
angles of the target generated by the two cameras, the
difference should be no less than the instantaneous
field of view of a single pixel of the camera. Because
𝑦 ≥ 10𝑡 generally, we have

tan
𝑡

𝑦
≈ 𝑡

𝑦
. (6)

The above theoretical relationships could be expressed
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as
𝑡

𝑦
− 𝑡

𝑥 + 𝑦
>

𝜃

𝑀
, (7)

𝑦 6

√︀
𝑥2 + (4𝑥𝑡𝑀/𝜃) − 𝑥

2
. (8)

Formula (8) shows the function relationship among
the range 𝑦, the feature size 𝑡 of the target, OPD 𝑥
and the resolution 𝑀 of the camera in the target fea-
ture size dimension. The maximum ranging is

𝑦max =

√︀
𝑥2 + (4𝑥𝑡𝑀/𝜃) − 𝑥

2
. (9)

For a better analysis of the relationship among the
parameters, setting 𝑢 = 𝑦max, then we obtain

𝑢 =

√︀
𝑥2 + (4𝑥𝑡𝑀/𝜃) − 𝑥

2
. (10)

Since 𝑢 = 𝑢(𝑦,𝑀, 𝑡, 𝜃) is functions of 𝑥, 𝑀 , 𝑡 and 𝜃.
The full division of 𝑢 is
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1
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, (11)

𝑥 + 2𝑡𝑀
𝜃√︀

𝑥2 + (4𝑥𝑡𝑀/𝜃)
− 1 > 0, (12)

− 2𝑥𝑡𝑀

𝜃
√
𝑥2𝜃2 + 4𝑥𝑡𝑀

< 0, (13)

2𝑥𝑡√
𝑥2𝜃2 + 4𝑥𝑡𝑀

> 0, (14)

2𝑥𝑀√
𝑥2𝜃2 + 4𝑥𝑡𝑀

> 0. (15)

From Eqs. (11)–(15), 𝑢 is positively correlated with
the OPD 𝑥, the camera resolution 𝑀 and the target
feature size 𝑡, while 𝑢 is negatively correlated with the
imaging field angle 𝜃. Therefore, to increase the value
of 𝑦max, the OPD 𝑥 should be increased, the imaging
field angle 𝜃 should be decreased, and the resolution of
imaging detector should also be increased. Meanwhile,
the feature size of the target should be as large as pos-
sible. In practical applications, the imaging resolution
𝑀 and the field of view angle 𝜃 of the camera are fixed
values, which are 𝑀0 and 𝜃0, respectively. Assuming
that the feature size of target which could be ranged
by the system is 𝑡0, when the practical target feature
size 𝑡 > 𝑡0, the system could realize effective ranging.

When the feature size is 𝑡0, the relationship of the
maximum effective range 𝑢 and the OPD 𝑥 can be
expressed as

𝑢 =

√︀
𝑥2 + (4𝑥𝑡0𝑀0/𝜃0) − 𝑥

2
. (16)

HK VISION’s high resolution camera DS-2CD40C5F
could be used, with a resolution of 4𝑘×3𝑘 and a target
size of 1/1.7 inch. The lens is taken as HD60 from Fuji
corporation, with a maximum focal length 1700 mm.
Setting 𝜃0 = 0.01 rad and 𝑀0 = 4000, the function of
the maximum ranging distance and the OPD 𝑥 could
be expressed as

𝑢 =

√
𝑥2 + 1600000𝑡0𝑥− 𝑥

2
. (17)

When 𝑡0 takes different values, the function curve of
the maximum ranging 𝑢 and the OPD 𝑥 is shown in
Fig. 4.
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Fig. 4. Relationship diagram of 𝑢 and 𝑥, with 𝜃0 =
0.01 rad and 𝑀0 = 4000.

It could be seen from Fig. 4 that with the increase
of the OPD and the target feature size, the maximum
range also increases. Considering that the OPD is lim-
ited by the volume and weight of the system and the
imaging angle, in the actual application, the resolu-
tion of the image or the feature size of the target is
increased, which is easy to implement in engineering.

Based on the design of re-entrant coaxial optical
path, the system device is shown in Fig. 5. The system
includes a unit of optical transparent and reflective
mirrors, an imaging unit, and a visual range inversion
unit.
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Fig. 5. Composition diagram of the passive ranging sys-
tem.

The unit of optical transparent and reflective mir-
rors, which is composed of a semi-transmissive-semi-
reflective mirror and multiple reflectors, completes the
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optical path splitting and reflection of the target re-
flected echo signal. After passing through the semi-
transmissive-semi-reflective mirror, the target echo
signal is split into two parts. One part of the signal
is transmitted through the C1 camera into the imag-
ing unit, and the other is reflected into the subsequent
mirror group. This part of the signal light makes opti-
cal path extension within the mirror group, forming a
certain OPD over the transmitted portion of the signal
light. Finally, it enters the imaging unit of the C2 cam-
era for imaging. The size of the OPD is determined
by the number of mirror groups and the distance of
adjacent mirrors.

The imaging unit includes cameras C1 and C2. In
this scheme, cameras C1 and C2 have the same imag-
ing resolution and the same optical modulation lens,
so as to ensure that the target echo signal enters the
imaging device with the same performance after the
optical path split. The external noise interference is
also reduced accordingly.

The visual distance inversion unit receives the im-
age signals of cameras C1 and C2. Since the optical
transmission time caused by OPD is very short, which
even could be ignored, we can consider that the target
image is obtained by cameras C1 and C2 at the same
time. In other words, the unit shows real-time pas-
sive ranging performance. Visual range inversion unit
completes the edge extraction of target image through
the image processing algorithm firstly, and then calcu-
lates the target image area, and finally makes inversion
of the target range according to Eq. (3).

Due to the difference in optical path between the

imaging cameras C1 and C2, the imaging sizes of the
target on both cameras are different. The higher the
resolution is, the larger the imaging size difference is.
Thus the inversion of target range would show higher
accuracy. In addition, through the re-entry structure
design, the system is simplified apparently and the
size and weight of the system are also reduced obvi-
ously. The real-time performance of the design makes
the system achieve real-time visual passive ranging to
target with arbitrary posture.

The principle of this method is verified by exper-
iment. To facilitate the precise control of OPD, the
experimental scheme uses the equivalent method with
target movement and camera fixation. To ensure the
adequacy, the experiment is divided into two groups.
When the value of OPD is small, the magnitude is in
centimeters. When the OPD is large, the magnitude
is in meters.

In the centimeter experiment, a black and white
board with a black rectangular pattern is used as a tar-
get. The length of the black rectangle is 0.12 m, while
the width is 0.07m. Take the black rectangle horizon-
tally as the direction of the characteristic dimension.
Camera resolution is 1280×720, and 𝑀 = 1280. The
horizontal viewing angle of the camera 𝜃 = 0.09 rad is
calibrated. The initial range between the camera and
the target is 𝑦0 = 1.00 m.

Here the OPD 𝑥 is set to be 0 cm, 1 cm, 2 cm, 3 cm
and 4 cm. Several sets of experimental data and the
calculated data according to Eq. (3) are listed in Table
1.

Table 1. Ranging parameters in the centimeter experiment.

OPD 𝑥 (cm) Target area Measured value 𝑦 (m) Error (m) Error ratio Note appended
0 46189 1.00 (𝑦0) 0 0 Calibrated data
1 45120 0.85 −0.15 15% Tested data
2 44240 0.92 −0.08 8% Tested data
3 43646 1.04 0.04 4% Tested data
4 42780 1.02 0.02 2% Tested data

Table 2. Ranging parameters in the meter experiment.

OPD 𝑥 (cm) Target area Measured value 𝑦 (m) Error Δ𝑦 (m) Error ratio Note appended
0 89282 38.52 (𝑦0) 0 0 Calibrated data

1.07 84230 41.90 3.38 8.76% Tested data
2.14 80087 40.71 2.19 5.67% Tested data
3.21 76037 39.61 1.09 2.84% Tested data

Table 3. Ranging parameters in different ranges.

Target area 𝑆2 Target area 𝑆1 Ranging value 𝑦 (m) Actual value 𝑦* (m) Error Δ𝑦 (m) Error ratio Δ𝑦/𝑦*
84770 90195 33.97 37.48 3.51 9.36%
106150 112600 35.75 33.20 2.55 7.68%
128803 138788 28.13 29.99 1.86 6.20%
157605 170970 25.76 26.78 1.02 3.81%
170970 185887 25.05 25.71 0.66 2.57%
241484 265862 21.72 21.43 0.29 1.35%
293020 326500 19.25 19.29 0.04 0.21%

In the meter experiment, a black board with an
A3 paper (420mm×297 mm) is used as a target. Take
the horizontal direction of the black rectangle target as
the characteristic dimension for example. The camera
resolution is 1920×1080, and 𝑀 = 1920. The hori-

zontal viewing angle of the camera 𝜃 is calibrated to
be 0.037 rad in the lab. The initial range between the
camera and the target is 𝑦0 = 38.52 m.

Taking the length of floor brick as a measurement
scale, the minimum moving distance of target is the
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length of floor brick, which is 1.07m. The OPD is
1.07 m, followed by 2.14 m, 3.21 m, according to the
number increase of floor bricks.

Several sets of experimental data and the calcu-
lated data according to Eq. (3) are listed in Table 2.

To analyze the relationship between range error
and range under the same OPD and different ranges,
the OPD 𝑥 = 1.07 m is set up, and the ranging data at
different ranges is listed in Table 3. From Table 3, it
could be seen that the ranging error increases with the
range, which proves the correctness of the theoretical
analysis of Eq. (5).

From the above experiments, the visual passive
ranging method based on re-entrant coaxial optical
path is reasonable and feasible with ranging error less
than 10%. In the process of ranging, no calibration
is needed. Moreover, the error convergence is good,
and it is easy to implement in engineering. The ac-
tual ranging error is greater than the theoretical error,
mainly because there is pixel loss in the imaging and
target edge extraction, which leads to measurement
errors.

In summary, a new visual passive ranging method
based on re-entrant coaxial optical path has been pre-
sented. The principle of the method is described in
detail, and the relationships among the parameters
are analyzed quantitatively. The system composition
scheme is proposed and the simplified equivalent ex-
periment is adopted to prove the principle of the sys-
tem. The experimental results show that the method
is correct, and the principle is feasible. The method
overcomes the shortcomings of the traditional image-
based passive ranging scheme, such as large ranging
error for remote target and difficult to converge. It has
the advantages of small ranging error (generally less
than 10%) and good robustness. The actual test rang-
ing error of this method is lower than that of the tradi-
tional photoelectric passive ranging method.[16,17] In

practice, to achieve higher ranging accuracy, the OPD
and image resolution can be increased. Also, the tar-
get extraction algorithm can be optimized to reduce
the pixel loss. The use of re-entry coaxial optical path
design reduces the volume and weight of the system.
Above all, the system is easy to realize the miniatur-
ization design, and can be used for real-time visual
passive ranging of objects with arbitrary posture.
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