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User Heterogeneity and Individualized Recommender ∗
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Previous works on personalized recommendation mostly emphasize modeling peoples’ diversity in potential fa-
vorites into a uniform recommender. However, these recommenders always ignore the heterogeneity of users at
an individual level. In this study, we propose an individualized recommender that can satisfy every user with
a customized parameter. Experimental results on four benchmark datasets demonstrate that the individualized
recommender can significantly improve the accuracy of recommendation. The work highlights the importance of
the user heterogeneity in recommender design.
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In big data era, recommender systems are consid-
ered as the most effective technology for solving the in-
formation overload problem and are applied in a vari-
ety of applications. They focus on predictions that fit
the wishes and needs of users. Recommendation algo-
rithm, as the key and core element of the recommender
system, has been proposed based on various ideas and
concepts[1,2] such as simple aggregates, search-based
recommendations, or tailored to individual users,[3]
e.g., the content-based method,[4] collaborative filter-
ing algorithm (CF)[5,6] (including the matrix factor-
ization method,[7]) network-based method,[8,9] and hy-
brid method.[10]

Regarding personalized recommendation, existing
works mostly emphasize modeling peoples’ diversity in
potential favorites into a uniform recommender; even
for the hybrid method that integrates two different al-
gorithms with a weighted parameter, it can still be
regarded as a uniform recommender. For example,
Zhou et al.[10] proposed a hybrid method (HHP) com-
bining heat conduction and probability spreading al-
gorithm. With a fixed hybrid parameter, the HHP
method provides a smooth yet non-trivial transition
from one method to the other.

However, these uniform recommenders are not one-
size-fits-all. Different recommenders have different
virtues, making them suitable for different users. It
has been proven that due to the fact that inactive users
with low degree have not much experience in explor-
ing new items, they are more likely to select popular
items, while active users prefer to try novel items.[11]
Hence, it is not possible to meet the needs of users via
adopting the uniform recommender. Meanwhile, it is
necessary and important to design an individualized
recommender with consideration of user heterogeneity,
which further diversifies the recommender to amplify
diversity among different individuals.[12]

In such context, a few works have been proposed
to address the aforementioned issue. The individual-
ized recommender can be implemented in two different
ways including parameter-level individualization and
algorithm-level individualization. For the algorithm-
level individualization, to take advantage of the rela-
tive merits of different algorithms, Ekstrand et al.[13]
designed a new version of the MovieLens movie rec-
ommender that supports a multiple recommender and
allows users to choose the recommender they intend
to provide their recommendations. With the consider-
ation of heterogeneity of a real user, Shi et al.[14] pro-
posed a novel personalized recommender based on user
preferences, which allows multiple recommenders to
exist in the recommender system simultaneously. For
the parameter-level individualization, Guan et al.[15]
proposed a user-oriented hybrid algorithm (UHHP)
based on the HHP method. With a tunable hybrid pa-
rameter, UHHP allows each user to have his/her own
individualized hybrid parameter to recommendation.
The recommendation performance of UHHP can be
improved to some extent, but it has studied mainly on
the parameter-level individualization of uniform rec-
ommender with the hybrid network-based method.

In this Letter, we focus on the parameter-level in-
dividualization of uniform recommender with a sin-
gle algorithm. We adopt the slope one algorithm, a
kind of important and classic CF, as the original al-
gorithm. In the original slope one algorithm with dif-
ferent schemes, the slope parameter 𝛼 is fixed (i.e,
𝛼 = 1). To achieve the parameter-level individual-
ization of the slope one algorithm, we first design a
tunable slope parameter that allows each user to have
an individualized slope parameter 𝛼u, which is ad-
justable. Interestingly, we find that the recommen-
dation performance is varying with different 𝛼, and
different users have the different optimal 𝛼u. With
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this understanding, we propose an individualized slope
𝛼 recommender (IS𝛼) based on the bi-polar slope one
scheme. Furthermore, there is not an effective method
for determining the optimal individual parameter in
the real world, but the optimal value exists.[16] We de-
sign a feasible method to calculate the suitable 𝛼 for
each user (i.e., 𝛼u) in this work. In such a setting, we
find that the prediction accuracy of IS𝛼 outperforms
the original bi-pole slope one scheme.

To begin our analysis, a CF-based recommender
system generally models historical user behaviors into
a user-item rating-matrix and the problem of CF-
based recommendation is described as follows: given
the item set 𝐼 and the user set 𝑈 , the user–item rating
matrix 𝑅 is as |𝑈 |×|𝐼| matrix where each element 𝑟𝑢,𝑖
is connected to user 𝑢 preference on item 𝑖. Then let
𝑅train and 𝑅test denote the known and unknown entry
sets in 𝑅, respectively, given as the training and test
dataset. The problem of CF is how to construct an
estimator �̂�, which can achieve or approximate

arg min(
∑︁

(𝑢,𝑖)∈𝑅test

|𝑟𝑢,𝑖 − 𝑟𝑢,𝑖|). (1)

The original slope one algorithm is one of the
rating-based CF recommenders.[17] Formally, the
slope one algorithm is in the form

𝑓(𝑥) = 𝑥 + 𝑏, (2)

where 𝑏 is a constant, and 𝑥 is a variable represent-
ing the rating values. It subtracts the average ratings
of two items to measure how much more, on average,
one item is more liked than another. This difference
is used to predict another user’s rating of one of these
two items, given his rating of the other.

For the basic slope one scheme (SO), the prediction
rating of item 𝑗 by user 𝑢 is

𝑟so𝑢,𝑗 = 𝑟 +
1

|𝑅(𝑢, 𝑖)|
∑︁

𝑗∈𝑅(𝑢,𝑖)

dev𝑖,𝑗 , (3)

where 𝑟 =
∑︀

𝑗∈𝑅(𝑢,𝑖) 𝑟𝑢,𝑗

|𝑅(𝑢,𝑖)| , 𝑅(𝑢, 𝑖) is the set of items that
have been both rated by 𝑢 and co-rated with item 𝑖.
The average deviation of item 𝑗 with respect to item
𝑖 is defined as

dev𝑗,𝑖 =

∑︀
𝑢∈𝑆(𝑖,𝑗) 𝑟𝑢,𝑗 − 𝑟𝑢,𝑖

|𝑆(𝑖, 𝑗)|
, (4)

where 𝑆(𝑖, 𝑗) is the set of users who rate items 𝑖 and
𝑗.

In the slope one algorithm, each user has the same
slope parameter (i.e., 1), which means that everyone
has the same scoring criteria. However, this assump-
tion is not true in a real case since some pessimistic
users prefer giving a lower score to all items, even
the liked items, while the optimistic users may give a
higher score to all items, including some items they

dislike. Therefore, for supporting all types of users in-
cluding balanced, optimistic, pessimistic, and bimodal
users, we apply a tunable slope parameter to Eq. (2).
Specifically, we change the linear regression form in
Eq. (2) to the slope-𝛼 form

𝑓(𝑥) = 𝛼𝑥 + 𝑏, (5)

where the slope parameter 𝛼 is a tunable variable, in-
stead of 𝛼 = 1 for all users. Taking SO as an example,
the slope 𝛼 reads

𝑟so𝑢,𝑖 = 𝛼𝑟 +
1

|𝑅(𝑢, 𝑖)|
∑︁

𝑗∈𝑅(𝑢,𝑖)

dev𝑖,𝑗 . (6)

In this study, we conduct experiments on four
datasets: FilmTrust, MovieLens, Jester and Each-
Movie. In these datasets, a higher rating indicates
that the user likes the item more. To obtain an objec-
tive result, we normalize all of the rating data into the
range of [0, 5]. The descriptions of these four datasets
are listed in Table 1, where |𝐸| is the number of rat-
ings in the dataset. The accuracy of recommenda-
tion is one of the most important evaluation metrics
for recommenders. Mean absolute error (MAE) is the
most popular metrics used in evaluating accuracy of
CF models. Formally, the MAE of a recommender is
given by

𝑀𝐴𝐸 =

∑︀
𝑢,𝑖∈𝑅test

|𝑟𝑢,𝑖 − 𝑟𝑢,𝑖|
|𝑅test|

. (7)

Table 1. Properties of the four datasets.

Dataset |𝑈 | |𝐼| |𝐸| Sparsity
FilmTrust 1508 2071 35497 1.14×10−2

ML1M 6040 3952 1000209 4.19×10−2

Jester 50692 140 1728847 2.436×10−1

EachMovie 61265 1623 2811718 2.83×10−2

For investigating the user heterogeneity in the
slope-𝛼 algorithm, we change the value of 𝛼 in the
range of [0.9, 1.1] to calculate the predicted ratings
by using Eq. (6), where the step length of 𝛼 is 0.005.
The range of [0.9, 1.1] is an empirical value, which is
a trade-off between the experiment complexity and
computational cost. Note that the range of [0.9, 1.1]
is determined by the idea of proximity search and the
original slope value is 1. Then we compute the MAE
of each user, and choose the minimal value of MAE as
the best 𝛼 for each user. Figure 1 describes the dis-
tributions of 𝛼 in terms of MAE. For example, there
are two peaks in FilmTrust. The larger one is close to
𝛼 = 0.9 (i.e., around 22% users with this optimal 𝛼),
while the smaller one is close to 1.10 (i.e., around 12%
users with this optimal 𝛼). The same phenomenon
also happens in Jester. In ML1M and EachMovie,
there is an obvious peak in 𝛼 = 0.9 and other values
are uniformly distributed between [0.9, 1.1]. These re-
sults indicate that users have quite different individu-
alized slope parameters 𝛼u in real systems. If we use
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the same slope parameter for all users as the original
slope one algorithm, many users cannot receive the
best recommendation.
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Fig. 1. The distribution of 𝛼 in each dataset: (a)
FilmTrust, (b) ML1M, (c) Jester and (d) EachMovie.

According to the above analysis, we propose an in-
dividual slope 𝛼 recommender (IS𝛼) based on the bi-
polar slope one scheme (BPSO), since BPSO is an im-
portant improvement of the slope one algorithm and
is widely used in real applications. We first intro-
duce BPSO, which is based on dividing the set of all
items into items liked and disliked by a given user.
A common way to identify liked and disliked items
is to apply the user’s average rating as a threshold.
In such a setting, the liked set of items is that the
users’ ratings are higher than the threshold awarded
by the given user, while the disliked set of items in-
cludes those where the users’ ratings are lower than
this threshold. From these liked and disliked items,
two separate predictions are derived, which are com-
bined into one prediction finally. The sets of users who
like and dislike are denoted by 𝑆+1(𝑖, 𝑗) and 𝑆−1(𝑖, 𝑗),
respectively, with both 𝑖 and 𝑗. The deviations for
liked and disliked items are

dev+1
𝑗,𝑖 =

1

|𝑆+1(𝑗, 𝑖)|
∑︁

𝑢∈𝑆+1(𝑗,𝑖)

(𝑟𝑢,𝑗 − 𝑟𝑢,𝑖), (8)

dev−1
𝑗,𝑖 =

1

|𝑆−1(𝑗, 𝑖)|
∑︁

𝑢∈𝑆−1(𝑗,𝑖)

(𝑟𝑢,𝑗 − 𝑟𝑢,𝑖). (9)

Then the prediction for the rating of item 𝑗 based
on the rating of item 𝑖 is either 𝑟𝑢,𝑖 + dev+1

𝑗,𝑖 or
𝑟𝑢,𝑖 + dev−1

𝑗,𝑖 depending on whether the target user
𝑢 likes or dislikes item 𝑖, respectively.

The BPSO is thus given by

𝑟𝑏𝑖𝑢,𝑗 =

∑︀
𝑖 |𝑆+1(𝑗, 𝑖)|𝑃+1

𝑗,𝑖 +
∑︀

𝑖 |𝑆−1(𝑗, 𝑖)|𝑃−1
𝑗,𝑖∑︀

𝑖 |𝑆+1(𝑗, 𝑖)| +
∑︀

𝑖 |𝑆−1(𝑗, 𝑖)|
, (10)

where 𝑃+1
𝑗,𝑖 is the prediction score of item 𝑗 in liked set

(i.e., 𝑃+1
𝑗,𝑖 = (𝑟𝑢,𝑖+dev+1

𝑗,𝑖 )), 𝑃−1
𝑗,𝑖 is the prediction score

of item 𝑗 in disliked set (i.e., 𝑃−1
𝑗,𝑖 = (𝑟𝑢,𝑖 + dev−1

𝑗,𝑖 )).
For applying the slope parameter to an individual

level, we allow each user to adjust his/her individu-

alized parameter 𝛼u to obtain the best recommenda-
tion. Hence, the IS𝛼 consists of the following steps:
firstly, we divide the set of all items into items liked
and disliked by applying the target user 𝑢’s average
rating as threshold. Then the deviations of liked and
disliked subsets are calculated according to Eq. (8).
After that, in each subset the predicted value on item
𝑗 based on item 𝑖 can be written as 𝛼𝑢𝑟𝑢,𝑖 +dev+

𝑗,𝑖 and
𝛼𝑢𝑟𝑢,𝑖+dev−

𝑗,𝑖, respectively. Finally, the predicted rat-
ing 𝑟𝑢,𝑗 is given by

𝑟𝐼𝑆𝛼
𝑢,𝑗 =

∑︀
𝑖 |𝑆+1(𝑗, 𝑖)|𝑃 𝑝𝑒𝑟+1

𝑗,𝑖 +
∑︀

𝑖 |𝑆−1(𝑗, 𝑖)|𝑃 𝑝𝑒𝑟−1

𝑗,𝑖∑︀
𝑖 |𝑆+1(𝑗, 𝑖)| +

∑︀
𝑖 |𝑆−1(𝑗, 𝑖)|

,

(11)
where 𝑃 𝑝𝑒𝑟+1

𝑗,𝑖 is the prediction score of item 𝑗 in

liked set (i.e., 𝑃 𝑝𝑒𝑟+1

𝑗,𝑖 = (𝛼𝑢𝑟𝑢,𝑖 + dev+1
𝑗,𝑖 )), 𝑃 𝑝𝑒𝑟−1

𝑗,𝑖

is the prediction score of item 𝑗 in disliked set (i.e.,
𝑃 𝑝𝑒𝑟−1

𝑗,𝑖 = (𝛼𝑢𝑟𝑢,𝑖 + dev−1
𝑗,𝑖 )).

However, it is difficult to find the best individu-
alized parameter 𝛼u for each user in the real world.
Hence, we adopt a simple binary classification method
to determine the suitable 𝛼u for each user. In detail,
we first compute the global average rating of all users
(i.e., 𝑟) and average rating of the target user 𝑢 (i.e,
𝑟𝑢). Then we use the global rating as the threshold.
If the average rating of the target user is higher than
the global average rating, then we will set 𝛼u beyond
1. If not, we will set 𝛼u below 1. It can be described
by

𝛼u =

{︂
1 + 𝜃, 𝑟u ≥ 𝑟,

1 − 𝜃, 𝑟u < 𝑟,
(12)

where 𝜃 is a tunable variable in the range of [0, 0.1].
For the computation complexity of IS𝛼, the cost

of calculating the prediction rating for each user is
𝑂(|𝑈 ||𝐼|2), and the cost of finding the optimal 𝜃 is
related to the defined search space [𝜃min, 𝜃max] and
step length. Thus the computation complexity of IS𝛼
is just a small multiple of the complexity compared
with BPSO.

For analyzing the suitable 𝛼u with 𝜃 of IS𝛼, we
change the value of 𝜃 in the range of [0, 0.1] to calcu-
late the predicted ratings. Note that the optimal 𝛼u

for each user exists theoretically. Here we try to find
an approximate 𝛼u with 𝜃 by using Eq. (12). The step
length of 𝜃 is 0.005. Figure 2 shows the MAE of pre-
diction with different 𝜃 in IS𝛼. Here 𝜃 = 0 corresponds
to the case of original BPSO, while the other values
represent the IS𝛼 with different 𝛼u. For FilmTrust,
the trend of MAE decreases sharply when 𝜃 increases
from 0 to 0.080, and the minimal MAE is arrived at
𝜃 = 0.080 (i.e., 𝛼u = 0.920 and 1.080 in Eq. (11)). Af-
ter that, the value of MAE increases slowly when the
value of 𝜃 is in the range of [0.080, 0.10]. The same
phenomena also happen in the other three datasets.
The optimal 𝜃 values of ML1M, Jester and EachMovie
are 0.045, 0.060 and 0.080, respectively. Thus the
results show that the performance of recommender
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varies with 𝜃 and the optimal values of 𝜃 for differ-
ent datasets are different. On the other hand, the
stability of individual parameters directly determines
the effectiveness of IS𝛼. From Fig. 2 we can see that
the optimal tunable parameter 𝜃opt can be found in
the range of [0, 0.1], although the value of 𝜃opt is vary-
ing in different datasets. Hence, it also demonstrates
that the range of individual parameter is stable.
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Fig. 2. Performance of the IS𝛼 recommender with dif-
ferent 𝜃 in terms of MAE: (a) FilmTrust, (b) ML1M, (c)
Jester and (d) EachMovie.

Compared with the original BPSO, we use the IS𝛼
to recommendation, where IS𝛼 uses the optimal 𝜃 in
Eq. (12) to recommendation, as shown in Fig. 2. Ta-
ble 2 lists the result of the prediction accuracy, which
indicates that the recommendation accuracy can be
improved to some extent when using IS𝛼. Thus it
proves that our proposed IS𝛼 is feasible and effective.
Table 2. The MAE comparison between IS𝛼 and original
BPSO in four datasets.

Algorithm FilmTrust ML1M Jester EachMovie
BPSO 1.0558 0.7050 0.8153 0.9754
IS𝛼 1.0309 0.6862 0.7993 0.9487

Enhancement 2.36% 2.67% 1.96% 2.74%

In summary, we have studied the issue of user het-
erogeneity in rating-based prediction. For the slope
one algorithm, we find that real users are quite differ-
ent in their optimal individualized slope parameters.
We propose the IS𝛼 algorithm to recommendation by
applying the original BPSO algorithm to individual
level, thus each user has an individualized slope pa-
rameter 𝛼u to adjust. Moreover, we test the IS𝛼 in
four benchmark datasets and find that our method
can further improve the prediction accuracy in terms
of MAE compared with the original BPSO algorithm.

To accurately estimate the optimal tunable param-
eter in the recommender system for future recommen-
dation is still a challenge. So far, the usual way to

solve this problem is based on the analysis of the
history data. Normally, the history data is divided
into training set and probe set. The parameter for
future recommendation is determined when the algo-
rithm achieves its best performance in this training
probe set division. In our work, we also adopt this
way to estimate our optimal parameter. However, this
method is not the best one. For example, a user’s
optimal parameter will change with time in real sys-
tems. Therefore, analyzing a user’s history of activity
records with time information may lead to a deeper
understanding of the user’s behavior pattern and thus
a better prediction of their individualized parameters.
This problem will be a part of our future work. Fur-
thermore, the computational efficiency will no longer
be a major problem for IS𝛼, according to the devel-
opment of computing technologies.
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