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Determination of Slip Length in Couette Flow Based on an Analytical Simulation
Incorporating Surface Interaction ∗
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An analytical simulation based on a new model incorporating surface interaction is conducted to study the slip
phenomenon in the Couette flow at different scales. The velocity profile is calculated by taking account of the
micro-force between molecules and macro-force from the viscous shearing effect, as they contribute to the achieve-
ment of the slip length. The calculated results are compared with those obtained from the molecular dynamics
simulation, showing an excellent agreement. Further, the effect of the shear rate on the slip is investigated. The
results can well predict the fluid flow behaviors on a solid substrate, but has to be proved by experiment.
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The ‘no-slip’ boundary condition, i.e., zero flow
velocity at a wall, has been applied in the calcula-
tion of fluid flow from continuum hydrodynamics the-
ory for a long time,[1] and some experimental evidence
does support this assumption at macroscopic scales.[2]
However, the difference between the simulation based
on no-slip assumption and experiment becomes pro-
nounced when the scale of interest goes down to mi-
crons or below.[3,4] According to the micro-flow ex-
periment, Vinogradova[4] found that the real hydrody-
namic pressure is different from the simulation values
based on no-slip assumption, and finally she modified
her model by applying the slip boundary condition
and successfully explained the experimental results.
In fact, slip has been proved to exert a significant ef-
fect on the flow properties in microfluidic devices pre-
pared for biomaterials synthesis[5,6] as well as medical
diagnostics,[7] and engineering, for example, the oil
film pressure and dynamic characteristics of journal
bearing in the conventional lubricant system were af-
fected by slip.[8,9] Therefore, the effect of slip triggers
significant attention.[10,11]

Slip frequently occurs at various scales, and the
effect becomes prominent at microscale. The mecha-
nism of slip has been researched widely by both exper-
imental and theoretical ways. Experimental methods
can be divided into direct and indirect methods. The
direct methods such as u-PIV[12] and FCS[13,14] are ca-
pable of observation of the slip phenomenon through
the analysis of image from fluorescence particles close
to the wall. The indirect method is carried out by
comparing the measured results of the variation in
the liquid flow rate[15] and force from the surface force
apparatus[16,17] or atomic force microscopy[18] with a
theory prediction under the no-slip boundary condi-
tion. Further, the slip length as an important param-
eter to describe the slip level can be derived from the
measurement results according to a modified model

taking the slip into account. However, an essential
shortage in direct and indirect methods is the less res-
olution in the determination of the velocity close to
the wall and slip length.

In the aspect of theoretical investigation, a linear-
slip-length model was first proposed by Navier et al.[19]
in 1823, assuming the slip level as constant under
different conditions. Obviously, the assumption is
easy to use, but its correction still needs improve-
ment. With the development of the molecular dy-
namic simulation, a more accurate trend of the slip
length varying with the shear rate is achieved, exhibit-
ing a non-linear relationship.[20,21] The molecular dy-
namics (MD) method has won the favor of researchers,
as it can recur the slip phenomenon at molecular scale.
However, with the scale of the system increasing from
several nanometers[22] to hundreds of namometers,[23]
it is too slow to simulate the behavior of fluid with
respect to a large amount of particles. Thus the MD
simulation is mainly used in the scale less than mi-
crometers. Moreover, the MD model has many quan-
tum parameters, which are not easy to determine and
thus affect the simulation precision.

In this study, a new analytical velocity slip model
was developed to investigate the slip phenomenon in
the Couette flow at different scales. Different from
the traditional MD model, this model takes both mi-
cro force and macro force into account and uses less
quantum parameters than those in the MD model to
obtain the distributions of fluid density and velocity in
the region close to the wall. Further, this method can
perform slip in the case with gap height larger than
nanometers in a more efficient way, where the contin-
uum theory still can be used.[24,25] The simulation and
MD results were proposed, and a good agreement was
achieved. The effect of the shear rate on the slip was
investigated, indicating good prediction of the fluid
flow behaviors on a solid substrate but yet to be con-
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firmed by experiments.[26,27]
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Fig. 1. (a) Schematic illustration of force analysis of the
micro fluid layer (MFL) model in the thickness direction.
(b) The force schematic of the 𝑖th layer in the thickness
direction.

Figure 1(a) shows the schematic illustration of the
MLF Model. The inside fluid is trapped in two mov-
able walls. The distance between the two walls is set
as 𝐻, and the inside fluid is divided into (𝑛 + 1) lay-
ers in the thickness direction. Note that one wall is
named as the 0th layer, the other wall is named as
the (𝑛+ 1)th layer, and distance between the 𝑖th and
the (𝑖 + 1)th layer is named as ℎ𝑖+1. The total num-
ber of molecules, 𝑁 , in each layer is assumed to be
equal and tends to infinity, and as a result the fluid
layer can be seen as an infinite plane for a molecule.
All the molecules in a layer are assumed to have the
same distance from the wall or the adjacent layer, and
therefore they own the same forcing state. Figure 1(b)
shows the force schematic of the 𝑖th layer in the thick-
ness direction. For the 𝑖th layer, it suffers forces from
the wall and the adjacent fluid layers, and the force
equilibrium equation can be expressed as

2∑︁
𝑗=1

𝐹w,𝑗 +

𝑛∑︁
𝑘=1,𝑘 ̸=𝑖

𝐹l,𝑘 = 0, (1)

where 𝐹w,𝑗 is the force exerting on the 𝑖th layer from
the wall, 𝑗 = 1 and 2 represent the force from one and
other wall, respectively, and 𝐹l,𝑘 represents the force
from the 𝑘th fluid layer.

For a certain layer, 𝐹w,𝑗 and 𝐹l,𝑘 are equal to the
sum of the force acting on a molecule in this layer
from the wall and fluid layers, respectively. Accord-
ing to the assumption that the forcing state of all the
molecules in a layer remains the same, Eq. (1) can be

transformed to

𝑁 ×
(︁ 2∑︁

𝑗=1

𝐹 s
w,𝑗 +

𝑛∑︁
𝑘=1,𝑘 ̸=𝑖

𝐹 s
l,𝑘

)︁
= 0, (2)

where 𝐹 s
𝑤,𝑗 and 𝐹 s

l,𝑘 represent the forces acting on a
single molecule from the 𝑗th wall and the 𝑘th layer, re-
spectively. Obviously, the solution of Eq. (2) is based
on the determination of parameters 𝑛, 𝐹 s

𝑤,𝑗 and 𝐹 s
l,𝑘.

The total number of layer 𝑛 can be calculated by
𝑛 = 𝐻/𝜎, where 𝜎 is the average distance between the
two adjacent layers. As the total molecular quantity
of each layer remains unchanged, 𝜎 is determined by

𝜎 = 𝜎0
𝜌0
𝜌(𝑝)

, (3)

where 𝜎0 and 𝜌0 represent the distance parameters of
the potential function and the fluid density under the
condition of ambient pressure, respectively, and 𝜌(𝑝)
represents the density under the conditions of working
pressure.

For forces 𝐹 s
𝑤,𝑗 and 𝐹 s

l,𝑘 acting on a single molecule,
these two forces exert on a single molecule from an
infinite wall surface and the 𝑘th layer, respectively.
They can be deduced by the L–J potential function
represented by

𝐹 s
w,𝑗(𝑟0) =

𝜕
∫︀∞
𝑟0

𝑈(𝑟)𝑑𝑟

𝜕𝑟0

=2𝜋𝜌w

[︁
−2𝜀w(𝜎w)

9 1

𝑟80
+ 3𝜀w(𝜎w)

6 1

𝑟50

]︁
,(4)

𝐹 s
l,𝑘(𝑟1) =

𝜕
∫︀∞
𝑟0

𝑈(𝑟)𝑑𝑟

𝜕𝑟1

=2𝜋𝜌f

[︁
−2𝜀f(𝜎f)

9 1

𝑟81
+ 3𝜀f(𝜎f)

6 1

𝑟51

]︁
, (5)

where 𝜎w and 𝜀w are the distance and energy param-
eters of the wall, respectively, and 𝜎f and 𝜀f are those
of the fluid, 𝑟0 (𝑟1) represent the distance between
the molecule and wall (the 𝑘th fluid layer), and 𝜌w
is the density of the wall. For the molecular num-
ber of the fluid layer, 𝜌f is obtained by the following
equation 𝜌f = 𝜌f(𝑝)(𝜎f/𝑑0) as the total amount of fluid
molecules remains the same, with 𝑑0 being the average
distance between the two adjacent molecules and can
be deduced from the density relationship. Assuming
𝑀 as the number of fluid molecules and 𝑉 as the vol-
ume occupied by these molecules, and assuming that
these molecules distribute uniformly and the volume
of each molecule is 𝑘𝑑30, where 𝑘 is the volume parame-
ter, the relationship between 𝑉 and 𝑑0 is expressed by
𝑉 = 𝑘𝑑30. Further, assuming 𝑚e as the mass of a sin-
gle molecule, the mass density of fluid can be obtained
by 𝜌f = 𝑀𝑚e/𝑀𝑘𝑑30. According to this equation, the
average distance between the two adjacent molecules
can be obtained by 𝑑0 = (𝑚e/𝑘𝜌f)

1/3. It is of par-
ticular concern that the energy parameter of the wall
𝜀w reflects the acting effects of the wall on the fluid
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layer. Increasing 𝜀w can increase the sticking force
of the wall on the fluid layer close to the surface, as
contributes to the formation of adhesive layer.

The interacting force between two molecules de-
creases sharply with increasing the distance. Espe-
cially when the distance is larger than 3𝜎0 (3𝜎0 is
called the cutoff radius), the interacting force can be
ignored.[28] Therefore, to simplify the solution, the ef-
fect of cutoff radius is taken into account in the cal-
culation of the force acting on a single fluid molecule
from an infinite surface. Here 𝜎0 ≈ 𝜎. Consequently,
for the 𝑖th layer, Eq. (2) can be simplified to

𝑁 ×
(︁ 2∑︁

𝑗=1

𝐹 s
w,𝑗(ℎ1, . . . , ℎ𝑛+1)

+

3∑︁
𝑘=−3,𝑘 ̸=0

𝐹 s
l,𝑖+𝑘(ℎ1, . . . , ℎ𝑛+1)

)︁
= 0. (6)

To solve these equations, a new equation is added as
𝑛+1∑︀
𝑖=1

ℎ𝑖 = 𝐻.
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Fig. 2. Schematic illustration of force analysis of the MFL
model in the shear direction. Here 𝑢𝑖 represents the ve-
locity in the 𝑖th layer.

The force analysis in the shear direction is shown in
Fig. 2. We assume that 𝑣1 and 𝑣2 are the shear veloci-
ties of two walls. When the wall moves, the fluid layer
suffers from the shearing forces from the adjacent lay-
ers on both sides, and these shearing forces are equal
due to the force equilibrium in the shear direction.
According to the experimental results of the confined
fluid obtained from SFA,[25] the continuum theory can
be used in several nanometers. Thus in the MFL
model, the shear stress 𝜏𝑖 is expressed by 𝜂𝑖𝑑𝑢𝑖/𝑑ℎ𝑖.
As the distance between two adjacent layers is very
small, 𝑑𝑢𝑖/𝑑ℎ𝑖 can be replaced by (𝑢𝑖 − 𝑢𝑖−1)/𝑑ℎ𝑖.
Due to this, the shearing force equilibrium relation-
ship is expressed as

𝜏𝑛 = 𝜏𝑛+1 ⇒ 𝜂𝑖
ℎ𝑖

(𝑢𝑖 − 𝑢𝑖−1) =
𝜂𝑖+1

ℎ𝑖+1
(𝑢𝑖+1 − 𝑢𝑖), (7)

where 𝑢1, 𝑢2, . . ., 𝑢𝑖,. . ., 𝑢𝑛 represent the veloci-
ties of the fluid layer and 𝜂1, 𝜂2,. . ., 𝜂𝑖,. . ., 𝜂𝑛 rep-
resent the viscosities of the fluid layer. To calcu-
late the viscosity of the fluid layer, a new parame-
ter ‘layer density’ is defined, representing the ratio of

the fluid mass to the volume established by the ad-
jacent layers. The fluid mass between the (𝑖 − 1)th
layer and the 𝑖th layer, 𝑀spacei, is equal to the sum
of half the masses of the adjacent layers by 𝑀spacei =
0.5(𝑀𝑖−1 + 𝑀𝑖), where 𝑀𝑖−1 and 𝑀𝑖 represent the
mass of the molecules in the (𝑖 − 1)th and 𝑖th layer,
respectively. Therefore, the layer density is expressed
by 𝜌𝑖 = 0.5(𝑀𝑖−1 +𝑀𝑖)/(𝐴ℎ𝑖), where 𝐴 is the cross-
sectional area of the fluid layer. Particularly, for the
first and last layers, as the wall has no contribution
to the fluid mass, the layer density is expressed by
𝜌𝑖 = 0.5𝑀𝑖/(𝐴ℎ𝑖), (𝑖 = 1, 𝑛 + 1). Finally, the re-
lationships between the ratio of the layer density are
obtained by

𝜌1
𝜌2

=
ℎ2

2ℎ1
,

. . . ,

𝜌𝑖
𝜌𝑖+1

=
ℎ𝑖+1

ℎ𝑖
,

. . . ,

𝜌𝑛
𝜌𝑛+1

=
2ℎ𝑛+1

ℎ𝑛
. (8)

Note that the working parameters such as pressure
and temperature are close to the central layer and are
equal to those under the ambient condition. There-
fore, the value of 𝜌𝑛/2 is equal to 𝜌f , and the layer
densities 𝜌1, 𝜌2,. . ., 𝜌𝑖,. . ., 𝜌𝑛 and 𝜌𝑛+1 can be de-
duced, correspondingly. Based on the obtained layer
density, the layer viscosities 𝜂1, 𝜂2,. . ., 𝜂𝑖,. . ., 𝜂𝑛 are
easy to calculate according to the relationship between
the density and viscosity.[29,30] As a result, the values
of 𝑢1, 𝑢2,. . ., 𝑢𝑖,. . ., 𝑢𝑛 can be obtained.

To prove the validation of the MFL model, a val-
idation analysis is conducted in the case of hexade-
cane fluid and Fe wall, and compared with the MD
results.[31,32] The physical properties are given as fol-
lows: 𝜎Fe = 0.3471nm, 𝜀Fe = 2.7718 × 10−21 J, 𝜌w =
7.9 g/cm3, 𝜎H = 0.4045nm, 𝜀H = 6.9722 × 10−22 J,
𝜌0 = 0.7734 g/cm3, and 𝜂0 = 0.00034Pa·s. Other pa-
rameters are listed in Table 1.
Table 1. Simulation parameters.

Variables Parameters Simulation values
𝐻 Distance between two walls 21𝜎

𝑝 (GPa) Pressure 1.56
𝑇 (K) Temperature 300

𝑣1 (m/s) Velocity of 0th wall 0
𝑣2 (m/s) Velocity of (𝑛+ 1)th wall 5

𝑘 Volume parameter 1
𝑛 Total number of layer 21

Figure 3(a) shows the variation in the fluid den-
sity with the distance from the wall for the new MFL
model and the MD model. In general, the fluid den-
sity increases first, then decreases, and finally tends
to be stable with increasing the distance to the wall
by the two models. The tendency of the MFL model
is in good agreement with the MD model. Figure 3(b)
presents the variation in the slip velocity of the fluid
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layer with the distance from wall for the two mod-
els. In the region close to the wall, there exists a
large change in the density as shown in Fig. 3(a) for
the cases of MDs and MFL (𝜀Fe = 2.7718 × 10−21 J),
resulting in the same large change in viscosity. There-
fore, a sharp change in the velocity occurs in this re-
gion, as shown in Fig. 3(b). For the MFL and MD
models, the slip velocity shows the same changing ten-
dency. The velocity changes sharply first, then re-
mains unchanged in a small region, and finally varies
steadily. The sharp velocity change in the region close
to the wall proves the existence of boundary slip. How-
ever, in some special cases that the energy param-
eter 𝜀w is large enough to form the adhesive layer,
the velocity change occurs on the adhesive layer while
not on the wall surface, as results in the negative
velocity slip length show in Fig. 3(b) for the case of
𝜀w = 4.7718 × 10−21 J. This negative slip has been
confirmed by experiment.[33,34]

Although the simulating results of our model show
a good agreement with that of the MD model, there
still exists a slight difference in the density and ve-
locity in the region close to the wall. For the den-
sity, the peak density of our model is smaller than
that in the MD model because the fluid density in
our model is a local average of one layer. Therefore,
the velocity changing rate in the region close to the
wall for the MFL model is correspondingly smaller
than that for the MD model. Meanwhile, in the case
that the adhesive layer occurs, the fluid density close
to the wall is larger than that without the adhesive
layer, further the fluid density is close to that in the
middle region, as shown in Fig. 3(a) for the case of
𝜀w = 4.7718× 10−21 J.
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Fig. 3. (a) Distribution of fluid density for the MFL and
MD models. The circle represents the results of the MD
model. The diamond represents the results of MFL with
𝑛 = 21. (b) Distribution of the fluid velocity by MFL and
MD models.

According to the preceding analysis, the MFL
model can simulate the slip characteristic similar to
the MD model, but in less time. To investigate the
effect of the shear rate on the slip, some simulations
with different film thicknesses in the range of 21𝜎–
13000𝜎 are conducted by the MFL model. Except the
thickness parameter, the other simulation parameters
are the same as those shown in Fig. 3. Figure 4 shows
the relationship between the slip length 𝑏 and the film
thickness 𝐻. The slip length decreases sharply with
the increasing film thickness. However, when the film
thickness is larger than a critical level (here the crit-
ical level is close to 2000𝜎), the slip length tends to
be unchanged. When the velocity of the wall remains
constant, the decrease in the film thickness will in-
crease the shear rate, and in turn the increase of the
slip length. Moreover, the relationship between the
slip length and shear rate predicts well the fluid flow
behaviors on a solid substrate and is yet to be con-
firmed by experiment.[26,27] However, in Ref. [26] since
the critical value of the shear rate is smaller than that
of ours, it is highly possible that the quantum param-
eters in our model are still inaccurate. Therefore, the
discrepancies between the experimental and our model
can be reduced if a more accurate parameter value can
be obtained.
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Fig. 4. Slip length varying with the film thickness.

In summary, the velocity profile confined in two
walls can be calculated by a new developed velocity
slip model. This model takes both micro force and
macro force into account and uses less quantum pa-
rameters than those in the MD model to obtain the
distributions of the fluid density and velocity in the re-
gion close to the wall. To verify the validation of this
model, the density and velocity distribution between
our model and the MD model are compared, and the
results present a good agreement. Furthermore, the
effect of the shear rate on the slip is investigated.
The result shows that the slip length first decreases
sharply with decreasing the shear rate (corresponding
to an increase of the film thickness), and when the
shear rate is less than a critical level, the slip length
remains stable. This trend predicts well the fluid flow
behavior by experiment. We believe that this method
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contributes a novel and more efficient way to explore
the phenomenon and characteristics of boundary slip.
In addition, an intensive understanding of the mecha-
nism of flow has important implications on the design
of microfluidic devices and journal bearing.
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